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OPAL Framework

The offline dataset is used to generate 
preference queries and also used for offline 
policy optimization using the rewards 
learned from preferences.

OPAL Only Needs Small 
Numbers of Active Queries

Motivation

To enable safe and efficient apprenticeship learning, we propose 
to leverage a large offline database of transitions to perform 
offline preference learning followed by offline RL. This enables 
robots to learn complex skills from humans, while avoiding 
expensive and possibly dangerous rollouts in the environment. 

Are Offline RL Benchmarks Well Suited for 
Studying Offline Reward Learning? We only require 15 bits of information to get 

performance comparable with using 1 million 
samples of the ground truth rewards!

Active Learning Performance

Customized Learned Behaviors
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We evaluate offline RL performance on D4RL benchmark tasks. We 
replace all rewards with the average over the dataset (Avg) or with 
zeros (Zero). Performance w.r.t. ground truth rewards significantly 
degrades on only a subset of the tasks (bolded). Un-bolded tasks 
contain little variation in the data and can be solved via direct 
imitation without having an informative reward function.

We investigate two query acquisition functions: 
disagreement and information gain, and two methods 
for obtaining uncertainty estimates: ensembles and 
Bayesian dropout. We evaluated all four 
combinations including Ensemble Disagreement 
(EnsemDis), Ensemble
Information Gain (EnsemInfo), Dropout 
Disagreement (DropDis), Dropout Information 
Gain (DropInfo) in addition to a fixed set of 
randomly chosen queries (T-REX). We find that 
Ensemble Disagreement performs well overall.

Check out our 
website here for more 
results and videos
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